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#### Abstract

We show that any $k$-connected graph $G=(V, E)$ has a sparse $k$-connected spanning subgraph $G^{\prime}=\left(V, E^{\prime}\right)$ with $\left|E^{\prime}\right|=O(k|V|)$ by presenting an $O(|E|)$-time algorithm to find one such subgraph, where connectivity stands for either edge-connectivity or node-connectivity. By using this algorithm as preprocessing, the time complexities of some graph problems related to connectivity can be improved. For example, the current best time bound $O\left(\max \left\{k^{2}|V|^{1 / 2}, k|V|\right\}|E|\right)$ to determine whether node-connectivity $k(G)$ of a graph $G=(V, E)$ is larger than a given integer $k$ or not can be reduced to $O\left(\max \left\{k^{3}|V|^{3 / 2}, k^{2}|V|^{2}\right\}\right)$.
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1. Introduction. In this paper connectivity stands for either edge-connectivity or node-connectivity unless explicitly specified. A graph $G=(V, E)$ stands for an undirected graph that satisfies $|V| \geq 2$. It may have multiple edges but has no self-loop, unless otherwise specified, though a simple graph is always assumed when node-connectivity is discussed. Given a $k$-connected graph, the problem of finding a $k$-connected spanning subgraph with the minimum number of edges is known to be NP-complete for any fixed $k(\geq 2)$ [3, Problem GT31]. Recently, Suzuki et al. [9] emphasized the importance of a "linear"-time algorithm to find a "sparse" $k$-connected spanning subgraph of a given $k$-connected graph. We show that any $k$-connected graph $G=(V, E)$ has a $k$-connected spanning subgraph $G^{\prime}=\left(V, E^{\prime}\right)$ with $\left|E^{\prime}\right|=O(k|V|)$. This result was also independently obtained by Nishizeki and Poljak [8]. For special cases of $k=2$ and 3, Suzuki et al. [9] give an $O(|E|)$-time algorithm to find a $k$-node-connected subgraph $G^{\prime}=\left(V, E^{\prime}\right)$ with $\left|E^{\prime}\right| \leq 3|V|-5$ for $k=2$ and $\left|E^{\prime}\right| \leq 3|V|-3$ for $k=3$. For general $k$, Nishizeki and Poljak [8] find a $k$-edge-connected $G^{\prime}$ with $\left|E^{\prime}\right| \leq k(|V|-1)$ in $O(k|E|)$ time, and a $k$-node-connected $G^{\prime}$ with $\left|E^{\prime}\right| \leq k(|V|-1)$ in $O\left(|V|^{1 / 2}|E|^{2}\right)$ time.
In this paper we present $O(|E|)$-time algorithms for both problems of $k$-edgeconnected subgraphs and $k$-node-connected subgraphs. The spanning subgraph $G^{\prime}=\left(V, E^{\prime}\right)$ obtained satisfies $\left|E^{\prime}\right| \leq k|V|-k(k+1) / 2(\leq k(|V|-1))$ (in case of

[^0]node-connectivity, $G$ is assumed to be simple). By using this algorithm as proprocessing, the time complexity of algorithms for solving other graph problems can be improved, as is discussed in the last section.
2. $k$-Edge-Connected Subgraph. In this section a graph is possibly multiple, but, if there is no confusion, an edge $e$ with the set of end nodes $\{u, v\}$ is denoted by $e=(u, v)$. Our algorithm requires the following property, which was also independently found by Nishizeki and Poljak [8].

Lemma 2.1. For a graph $G=(V, E)$, simple or multiple, let $F_{i}=\left(V, E_{i}\right)$ be a maximal spanning forest in $G-E_{1} \cup E_{2} \cup \cdots \cup E_{i-1}$, for $i=1,2, \ldots,|E|$, where possibly $E_{i}=E_{i+1}=\cdots=E_{|E|}=\varnothing$ for some $i$. Then each spanning subgraph $G_{i}=\left(V, E_{1} \cup E_{2} \cup \cdots \cup E_{i}\right)$ satisfies

$$
\begin{equation*}
\lambda\left(x, y ; G_{i}\right) \geq \min \{\lambda(x, y ; G), i\} \quad \text { for all } \quad x, y \in V, \tag{2.1}
\end{equation*}
$$

where $\lambda(x, y ; H)$ denotes the local edge-connectivity between $x$ and $y$ in graph $H$.
Proof. We proceed by induction on $i$. Equation (2.1) for $i=1$ is obvious from the maximality of forest $F_{1}$. Assume that some $x, y \in V$ and $i$ satisfy $\lambda\left(x, y ; G_{i}\right) \geq$ $\min \{\lambda(x, y ; G), i\} \quad$ and $\lambda\left(x, y ; G_{i+1}\right)<\min \{\lambda(x, y ; G), i+1\}$. By $\lambda\left(x, y ; G_{i}\right) \leq$ $\lambda\left(x, y ; G_{i+1}\right)$, this means $\lambda(x, y ; G) \geq i+1$ and $\lambda\left(x, y ; G_{i}\right)=\lambda\left(x, y ; G_{i+1}\right)=i$. That is, $G_{i+1}$ has a minimal cut set $W \subseteq E$ with $|W|=i$ such that there are two distinct components $X$ and $Y$ in $G_{i+1}-W$ containing $x$ and $y$, respectively. Since $\left|W-E_{i+1}\right| \geq i$ follows from $\lambda\left(x, y ; G_{i}\right)=i$, this $W$ satisfies $W \cap E_{i+1}=\varnothing$. However, there is an edge $e \in E-E_{1} \cup E_{2} \cup \cdots \cup E_{i+1}$ connecting a node in $X$ to a node in $Y$, by $\lambda(x, y ; G) \geq i+1$, and this contradicts the maximality of $F_{i+1}=$ $\left(V, E_{i+1}\right)$.

By this lemma we see that $G_{k}=\left(V, E^{\prime}\right)$, where $E^{\prime}=E_{1} \cup E_{2} \cup \cdots \cup E_{k}$, is $k$-edge-connected if $k \leq$ the edge-connectivity $\lambda(G)$. Moreover, $G_{k}=\left(V, E^{\prime}\right)$ satisfies $\left|E^{\prime}\right| \leq k(|V|-1)$ since $\left|E_{i}\right| \leq|V|-1$ for all $i$. It is therefore easy to see that $G_{k}$ can be obtained in $O(k(|V|+|E|))$ time by repeating graph search procedure $k$ times. However, this time complexity can be reduced to $O(|V|+|E|)$, as discussed below. The idea is to constructed all $E_{1}, E_{2}, \ldots, E_{|E|}$ in a single scan. During the graph search we compute, for each $e$ being scanned, the $i$ satisfying $e \in E_{i}$. Such $i$ can be defined to be the smallest $i$ such that $E_{i} \cup\{e\}$ does not contain a cycle, where these $E_{i}$ denote the edge sets constructed so far. Note that, in general, checking whether $E_{i} \cup\{e\}$ contains a cycle requires $O\left(\left|E_{i}\right|\right)$ time. To reduce this to $O(1)$, we always chose an unscanned edge $e$ that is adjacent to an edge $e^{\prime} \in E_{i}$ with the largest $i$. This graph search procedure can be described as follows:

Procedure FOREST; \{input: $G(V, E)$, output: $\left.E_{1}, E_{2}, \ldots, E_{|E|}\right\}$
$\{$ Let $r(v):=i$ denote that $v$ has been reached by an edge of the forest $\left.F_{i}=\left(V, E_{i}\right).\right\}$

```
begin
    \(E_{1}:=E_{2}:=\cdots:=E_{|E|}:=\varnothing ;\)
    Label all nodes \(v \in V\) and all edges \(e \in E\) "unscanned";
    \(r(v):=0\) for all \(v \in V\);
    while there exist "unscanned" nodes do
        begin
            Choose an "unscanned" node \(x \in V\) with the largest \(r\);
            for each "unscanned" edge \(e\) incident to \(x\) do
                begin
                        \(E_{r(y)+1}:=\mathrm{E}_{r(y)+1} \cup\{e\} ; \quad\{y\) is the other end node \((\neq x)\)
                of \(e\) \}
                if \(r(x)=r(y)\) then \(r(x):=r(x)+1\);
                    \(r(y):=r(y)+1\);
                    Mark e "scanned"
                end;
            Mark x "scanned"
        end;
```

    end.
    For example, a partition $E_{i}, i=1,2, \ldots$, obtained by applying FOREST to a simple graph $G^{1}$ of Figure 1 is shown in Figure 2. Similarly, a partition $E_{i}$, $i=1, \ldots$, of a multiple graph $G^{2}$ is illustrated in Figure 3. In Figures 2 and 3 node $x_{i}$ (edge $e_{j}$ ) represents that this is the $i$ th node ( $j$ th edge) scanned by FOREST. The edges are directed from $x$ to $y$ of FOREST, so that the role of these nodes is explicitly shown.


Fig. 1. A simple graph $G^{1}$ with $\lambda\left(G^{1}\right)=4$ and $\kappa\left(G^{1}\right)=3$.


Fig. 2. Partition $E_{i}$ of $G^{1}$ obtained by FOREST. $0-0$, edges in $E_{1} ; 0-\infty$, edges in $E_{2}$; $0 \ldots \ldots \ldots \circ$, edges in $E_{3}$; oun $\sim$ os, edges in $E_{4}$.


Fig. 3. Partition $E_{i}$ of $G^{2}$ obtained by FOREST. $0-\infty, E_{1} ; 0-\infty-\infty, E_{2} ; 0 \ldots \ldots \cdots \circ, E_{3}$;


Note that the largest $r(x)$ is always chosen for the for-loop of line 6. In other words:
(2.2) When edge $e$ is scanned, one of the end nodes of $e$ has the largest label $r$ in $G$.

FOREST without line 8 also works correctly, because once a node $x$ is selected in line 5 , all unscanned edges incident to $x$ are scanned and $x$ will never be referred to again. However, updating $r(x)$ in line 8 is useful for proving properties of FOREST as discussed below.

To find an unscanned node $x$ with the largest $r(x)$ efficiently, we prepare $|V| \backslash \mid$ buckets such that each unscanned node $v$ is contained in the $r(v)$ th bucket. All nonempty buckets are doubly linked by pointers so that an unscanned node $x$ with the largest $r(x)$ can be found in $O(1)$ time and the link update after increasing label $r$ of a node by one can also be done in $O(1)$ time. The entire time required to update bucket links is therefore $O(|V|+|E|)$ because labels are changed $O(|E|)$ times. This shows that time complexity of FOREST is $O(|V|+|E|)$.
We now show that each $F_{i}=\left(V, E_{i}\right), 1 \leq i \leq|E|$, computed by FOREST is a maximal spanning forest in $G-E_{1} \cup E_{2} \cup \cdots \cup E_{i-1}$.

Lemma 2.2. Consider the time instant when the begin-end block of lines 7-10 in FOREST has been completed for the current $x$. Let $v \in V$ be any node and let $E(v)$ denote the set of edges incident to $v$. Then

$$
\begin{array}{lll}
E(v) \cap E_{i} \neq \varnothing & \text { for } & i=1,2, \ldots, r(v), \\
E(v) \cap E_{i}=\varnothing & \text { for } & i=r(v)+1, \ldots,|E| .
\end{array}
$$

Proof. Immediate from FOREST.
Lemma 2.3. All subgraphs $F_{i}=\left(V, E_{i}\right), i=1,2, \ldots,|E|$, constructed by FOREST are forests.

Proof. At the instant of adding an edge $e=(x, y) \in E(y)$ to $E_{i}$ in FOREST, $r(x) \geq r(y)=i-1$ and hence $E(y) \cap E_{i}=\varnothing$ (by Lemma 2.2) holds. This proves that $F_{i}$ does not contain a cycle, i.e., is a forest.

It will now be shown that each forest $F_{i}$ is maximal in $G-E_{1} \cup E_{2} \cup \cdots \cup \mathrm{E}_{i-1}$. If an edge $e=(u, v)$ with $E(u) \cap E_{i}=\varnothing$ and $E(v) \cap E_{i}=\varnothing(i \geq 1)$ is added to $E_{i}$ at line 7 of FOREST, then such $e$ is called a root edge of $E_{i}$. That is, by Lemma 2.2, the two end nodes $u, v$ of such $e$ satisfy $r(u)=r(v)=i-1$ before $e$ is added to $E_{i}$. During computation, each ( $V, E_{i}$ ) may contain more than one nontrivial tree, where nontrivial means that the tree contains at least one edge. Each nontrivial tree $T$ has exactly one root edge (i.e., the first edge of the tree), because FOREST adds to $E_{i}$ no edge $e=(u, v)$ with $E(u) \cap E_{i} \neq \varnothing$ and $E(v) \cap E_{i} \neq \varnothing$ (i.e., $T$ grows without merging with other trees). For example, in Figure 2 each of
$\left(V, E_{1}\right),\left(V, E_{2}\right)$, and $\left(V, E_{4}\right)$ has one nontrivial tree, $\left(V, E_{3}\right)$ contains two nontrivial trees, and $e_{1}, e_{9}, e_{15}, e_{19}, e_{29}$ are root edges.

If an edge $e=(u, v)$ is scanned in FOREST while scanning node $u$, we regard $e$ as a directed arc $\vec{e}=u \rightarrow v$ (i.e., $u$ is scanned before $v$ ). For example, in Figure 2 $e_{1}$ is illustrated as a directed arc from $x_{1}$ to $x_{2}$, since edge $e_{1}=\left(x_{1}, x_{2}\right)$ is scanned while scanning node $x_{1}$. For a set of scanned edges $E^{\prime} \subseteq E$ and $G^{\prime}=\left(V, E^{\prime}\right)$, denote $\vec{E}^{\prime}=\left\{\vec{e} \mid e \in E^{\prime}\right\}$ and $\vec{G}^{\prime}=\left(V, \vec{E}^{\prime}\right) . \vec{G}^{\prime}$ is a directed graph. The directed tree $\vec{T}$ corresponding to a nontrivial tree $T$ in $\left(V, E_{i}\right)$ is always a rooted out-tree with root $x$ such that $\vec{e}=x \rightarrow y$ is the root edge of $T$. This means that indeg $(v)$ of $T$ is at most one for any node $v$. Since all unscanned edges incident to $x$ chosen at line 5 of FOREST become scanned, the resulting directed graph $\vec{G}=\left(V, \vec{E}_{1} \cup \vec{E}_{2} \cup\right.$ $\left.\cdots \cup \vec{E}_{|E|}\right)$ is acyclic. These properties are easily confirmed in Figure 2.

## Lemma 2.4.

(a) When FOREST adds an edge $e=(u, v)$ to $E_{i}$ at line 7 , there exists a path $P_{i-1} \subseteq E_{i-1}$ connecting $u$ and $v$.
(b) Let $E_{k}(k=1,2, \ldots,|E|)$ be the sets obtained by FOREST at some time instant. If there is a path $P_{j} \subseteq E_{j}$ connecting nodes $u$ and $v$, then there are paths $P_{i} \subseteq E_{i}$ connecting the same $u$ and $v$, for all $i<j$.

Proof. (a) By Lemma 2.2, $E(u) \cap E_{i-1} \neq \varnothing$ and $E(v) \cap E_{i-1} \neq \varnothing$. If there is no path $P_{i-1} \subseteq E_{i-1}$ connecting $u$ and $v,\left(V, E_{i-1}\right)$ has two nontrivial trees $\vec{T}_{u}$ and $\vec{T}_{v}$ containing $u$ and $v$, respectively. Let $u_{0}\left(v_{0}\right)$ be the root in $T_{u}\left(T_{v}\right)$, where we assume without loss of generality that $u_{0}$ has been scanned before $v_{0}$. Let $u_{0}, u_{1}, \ldots, u_{h}$ ( $=u$ ) denote the nodes in the unique path from $u_{0}$ to $u$ in $\vec{T}_{u}$. After scanning $u_{0}$, $u_{1}$ has label $r \geq i-1$, but $v_{0}$ has label $r \leq i-2$ as discussed after Lemma 2.3, since $v_{0}$ is a root in $E_{i-1}$. Therefore $u_{1}$ is scanned before $v_{0} . u_{2}$ then has label $r \geq i-1$. Repeating this argument, we see that $u_{2}, u_{3}, \ldots, u_{h}(=u)$ and $v$ are scanned before $v_{0}$. This contradicts the assumption that $v_{0}$ is the root of $T_{v}$ (i.e., $v_{0}$ is scanned before $v$ ).
(b) Let $e^{k}, k=1,2, \ldots, h$, denote the edges in path $P_{j} \subseteq E_{j}(j \geq 2)$, which connects $u$ and $v$. By (a), each $e_{k}$ has a path $P_{j-1}^{k} \subseteq E_{j-1}$ connecting the two end nodes of $e^{k}$. Clearly, $P_{j-1}^{1} \cup P_{j-1}^{2} \cup \cdots \cup P_{j-1}^{h}$ contains a path $P_{j-1} \subseteq E_{j-1}$ connecting $u$ and $v$. Similarly for $i=j-2, j-3, \ldots, 1$.

Lemma 2.5. Consider the sets $E_{i}, i=1,2, \ldots,|E|$, obtained by FOREST for a graph $G=(V, E)$. Then each $\left(V, E_{i}\right)$ is a maximal spanning forest in $G-E_{1} \cup E_{2} \cup \cdots \cup E_{i-1}$.

Proof. Let $H_{i-1}=G-E_{1} \cup E_{2} \cup \cdots \cup E_{i-1}$. Every $\left(V, E_{i}\right)$ is a forest by Lemma 2.3. If $\left(V, E_{i}\right)$ is not maximal in $H_{i-1}$, there is an edge $e=(u, v) \in E_{j}$ for some $j>i$ such that $\left(V, E_{i} \cup\{e\}\right)$ is a forest. However this contradicts Lemma 2.4(b).

Theorem 2.1. Given a graph $G=(V, E)$, a partition $E_{i}(i=1,2, \ldots,|E|)$ of $E$ satisfying (2.1) is found in $O(|V|+|E|)$ time, where $\left|E_{i}\right| \leq|V|-i(i=1,2, \ldots$,
$|V|-1)$ and $\left|E_{i}\right|=0(i=|V|, \ldots,|E|)$ if $G$ is simple, and $\left|E_{i}\right| \leq|V|-1(i=1$, $2, \ldots,|E|)$ if $G$ is multiple.

Proof. By the discussion so far, it suffices to show that $\left|E_{i}\right| \leq|V|-i$ $(i=1,2, \ldots,|V|-1)$ and $\left|E_{i}\right|=0(i=|V|, \ldots,|E|)$ if $G$ is simple. Denote all nodes in $G$ by $x_{1}, x_{2}, \ldots, x_{|V|}$ in the order scanned by FOREST. Since $G$ has no multiple edges, $r\left(x_{i}\right)$ increases at most by 1 when an incident node $x_{k}, k<i$, is scanned. Hence, $r\left(x_{i}\right) \leq i, i=1,2, \ldots,|V|$. This and Lemma 2.2 imply $E\left(x_{i}\right) \subseteq E_{1} \cup E_{2} \cup$ $\cdots \cup E_{i}$. Therefore each $\left(V, E_{i}\right)$ has at least $i-1(|V|$ if $i-1>|V|)$ isolated nodes $x_{1}, x_{2}, \ldots, x_{i-1}$, implying $\left|E_{i}\right| \leq|V|-i$ for $i \leq|V|-1$ and $\left|E_{i}\right|=0$ for $i \geq|V|$.

Consequently, a $k$-edge-connected spanning subgraph

$$
G_{k}=\left(V, E^{\prime}=E_{1} \cup E_{2} \cup \cdots \cup E_{k}\right)
$$

of a $k$-edge-connected graph $G=(V, E)$ can be found in $O(|V|+|E|)=O(|E|)$ time, where $\left|E^{\prime}\right| \leq k|V|-k(k+1) / 2$ if $G$ is simple, or $\left|E^{\prime}\right| \leq k(|V|-1)$ if $G$ is multiple. These bounds on $\left|E^{\prime}\right|$ are sharp since $|E|=\left|E^{\prime}\right|=k(k+1)-$ $k(k+1) / 2=k(k+1) / 2$ if $G=(V, E)=K_{k+1}$ (i.e., a simple complete graph with $k+1$ nodes), and $|E|=\left|E^{\prime}\right|=k(|V|-1)$ if $G=(V, E)$ is $k$-multiple tree.

Note also that edge-connectivity of the above $G_{k}$ is exactly $k$, provided that $\lambda(G) \geq k$, since $G_{k}$ contains a node with degree $=k$ as we shall see below.

Lemma 2.6. For a graph $G=(V, E)$, let $E_{i}(i=1,2, \ldots,|E|)$ be obtained by FOREST. Then each $G_{k}=\left(V, E_{1} \cup E_{2} \cup \cdots \cup E_{k}\right), k \leq \delta(G)$, contains a node with degree $=k$, where $\delta(G)$ is the minimum degree of $G$.

Proof. Consider the last node $x$ scanned by FOREST. Since all edges incident to $x$ have been already scanned at the time of scanning $x$, there is no directed arc outgoing from $x$ in $\vec{G}$. Since each $\left(V, E_{i}\right)$ has no node $v$ with indeg $(v)>1$, each $E_{i}$ with $i \leq|E(x)|$ contains exactly one edge incident to $x$. Thus, $\operatorname{deg}(x)=k$ holds in $G_{k}$ if $k \leq|E(x)|$.
3. $\boldsymbol{k}$-Node-Connected Subgraph. In this section we consider node-connectivity. Let $\kappa(x, y ; G)$ denote the local node-connectivity between nodes $x$ and $y$ in $G$, where $\kappa(x, y ; G)=|V|-1$ if $x$ and $y$ are adjacent. The node connectivity of $G$ is defined by $\kappa(G)=\min \{\kappa(x, y ; G) \mid x, y \in V\}$. Surprisingly, the spanning subgraph $G_{k}=\left(V, E_{1} \cup E_{2} \cup \cdots \cup E_{k}\right)$ obtained for a simple graph $G$ by FOREST is $k$-nodeconnected for every $k \leq \kappa(G)$. In the following, any graph is assumed to be simple, and an edge $e$ with the end nodes $\{u, v\}$ is also denoted by an unordered pair $(u, v)$.

Our goal is to prove the following theorem.
Theorem 3.1. For a given simple graph $G=(V, E)$, let $E_{i}(i=1,2, \ldots,|E|)$ be obtained by FOREST upon completion. Then each spanning subgraph
$G_{i}=\left(V, E_{1} \cup E_{2} \cup \cdots \cup E_{i}\right)$ satisfies

$$
\begin{equation*}
\kappa\left(x, y ; G_{i}\right) \geq \min \{\kappa(x, y ; G), i\} \quad \text { for any } \quad x, y \in V . \tag{3.1}
\end{equation*}
$$

Before proving Theorem 3.1, we need the following lemmas which are useful in understanding the dynamics of FOREST. In order to avoid confusion, we use notations $E_{i}(i=1,2, \ldots,|E|)$ to denote the final partition obtained from $G=(V, E)$ by FOREST, and $E_{i}^{*}(i=1,2, \ldots,|E|)$ to denote the intermediate edge sets $E_{i}$ constructed by FOREST at a given time instant ( $E_{i}^{*}=E_{i}$ holds for any $i$ upon completion of FOREST).


Fig. 4. Contradictory configurations of paths in Lemma 3.1.

Lemma 3.1. Consider a time instant during the execution of FOREST, and assume that there is an $x-y$ path $P_{j} \subseteq E_{j}^{*}$ with the nodes

$$
\begin{equation*}
x, u_{1}, u_{2}, \ldots, u_{k}=w, y \tag{3.2}
\end{equation*}
$$

such that either $k=1$ (Figure 4(a)) or $u_{1}$ is scanned before scanning $u_{k}=w$, if $k \geq 2$ (Figure 4(b)). If there are $a w-x$ path $P_{i} \subseteq E_{i}^{*}$ and a $w-y$ path $P_{i}^{\prime} \subseteq E_{i}^{*}$, where $1 \leq i<j$, then these two paths contain a common node other than $w$.

Proof. See the Appendix.

Lemma 3.2. Consider a node cut set $W$ in $G_{i+1}=\left(V, E_{1} \cup E_{2} \cup \cdots \cup E_{i+1}\right)$, where the nodes in $W$ are denoted $w_{1}, w_{2}, \ldots, w_{i}$ in the order scanned in FOREST (see Figure 5). Let $X$ be a component in $G_{i+1}-W$, and let $Y$ denote the rest of the components (note that $G_{i+1}-W$ may have more than two components). For each of $w_{1}, w_{2}, \ldots, w_{i}$, the following (a) and (b) hold immediately after FOREST has scanned $w_{\mathrm{t}} \in W$ in FOREST, where $E_{j}^{*}$ denotes the edge set constructed by FOREST at that time instant.


Fig. 5. Proof of Lemma 3.2. $\odot$, scanned nodes in $W$; , unscanned nodes in $W$.
(a) Every path $P_{t} \subseteq E_{t}^{*}$ connecting a node in $X$ to a node in $Y$ passes through $w_{t}$.
(b) For any $j$ such that $t+1 \leq j \leq i+1$, $E_{j}^{*}$ has no path connecting a node in $X$ to a node in $Y$.

Proof. Immediately after scanning $w_{t} \in W$, it is clear that
(3.3) if there is an edge $\left(w_{h}, w_{h^{\prime}}\right) \in E$ with $h \leq t$ or $h^{\prime} \leq t$, then $\left(w_{h}, w_{h^{\prime}}\right)$ has already been scanned and its direction is $w_{h} \rightarrow w_{h},\left(w_{h^{\prime}} \rightarrow w_{h}\right)$ if $h<h^{\prime}$ ( $h^{\prime}<h$ ).

However, at this instant,

$$
w_{h} \rightarrow p \quad \text { with } \quad h \geq t+1 \quad \text { is not present yet for any } \quad p \in V .
$$

Now consider a path $P_{j} \subseteq E_{j}^{*}\left(\subseteq E_{j}\right)$ such that it connects a node in $X$ to a node in $Y$ and $j \leq i+1$. By definition of $W$, it can be assumed without loss of generality that all the nodes in $P_{j}$ except fro $x$ and $y$ are all in $W$. Therefore denote the nodes in $P_{j}$ from $x$ to $y$ by (see Figure 5)

$$
\begin{equation*}
x, w_{i_{1}}, w_{i_{2}}, \ldots, w_{i_{k}}, y \tag{3.5}
\end{equation*}
$$

If $w_{i_{g}} \in\left\{w_{t+1}, w_{t+2}, \ldots, w_{i}\right\}$ for some $g$, then two edges $\left(w_{i_{g}}, p_{1}\right)$ and $\left(w_{i_{g}}, p_{2}\right)$ (with their orientation ignored) in $P_{j}$ satisfy either $w_{i_{g}} \rightarrow p_{1}$ or $w_{i_{g}} \rightarrow p_{2}$ by indeg $\left(w_{i_{g}}\right) \leq 1$ in $\vec{P}_{j}$. This contradicts (3.4). Therefore,

$$
\begin{equation*}
w_{i_{g}} \in\left\{w_{1}, w_{2}, \ldots, w_{t}\right\} \quad \text { for } \quad g=1,2, \ldots, k \tag{3.6}
\end{equation*}
$$

This means that we have

$$
t \geq i_{1}>i_{2}>\cdots>i_{h}<i_{h+1}<\cdots<i_{k} \leq t \quad \text { for some } \quad 1 \leq h \leq k
$$

by properties (3.3) and (3.6). In the subsequent discussion we assume

$$
\begin{equation*}
i_{1}<i_{k} \quad \text { if } \quad k \geq 2 \tag{3.7}
\end{equation*}
$$

without loss of generality. We now prove (a) and (b) by induction on $t$.
(I) Immediately after scanning $w_{1} \in W$ : Condition (a) for $w_{1}$ is obvious from (3.6) with $t=1$. To prove (b), take a path $P_{j} \subseteq E_{j}^{*}$ as discussed above for $j$ with $2 \leq j \leq i+1$. By (3.7), the nodes in $P_{j}$ are written as $x, w_{1}, y$. Also by Lemma 2.4(b), there exist an $x-w_{1}$ path $P_{1} \subseteq E_{1}^{*}$ and a $w_{1}-y$ path $P_{1}^{\prime} \subseteq E_{1}^{*}$. From condition (a), whose validity with $t=1$ was already shown, these $P_{1}$ and $P_{1}^{\prime}$ are node-disjoint except at $w_{1}$ (otherwise there is a path from $X$ to $Y$ in $E_{1}^{*}$ not passing $w_{1}$ ). However, these $P_{j}, P_{1}$, and $P_{1}^{\prime}$ form a contradiction to Lemma 3.1, proving condition (b) for $w_{1}$.
(II) Immediately after scanning $w_{t} \in W(t \geq 2)$ : By induction hypothesis, condition (b) holds for $w_{t-1}$. That is,
(3.8) at the time of having scanned $w_{t-1}, E_{j}^{*}$ with $(t-1)+1 \leq j \leq i+1$ contains no path connecting a node in $X$ to a node in $Y$.

Assume, after scanning $w_{t}$, that there is a path $P_{j} \subseteq E_{j}^{*}$ with $t \leq j \leq i+1$ that connects some $x \in X$ and $y \in Y$. Assume (3.5) and (3.7) for this $P_{j}$. By (3.8), we can assume $i_{k}=t$ (i.e., condition (a) for $w_{t}$ is shown). Now assume that $j$ further satisfies $t+1 \leq j(\leq i+1)$ (i.e., this $P_{j}$ does not satisfy (b)). By Lemma 2.4, there exist an $x-w_{t}$ path $P_{t} \subseteq E_{t}^{*}$ and a $w_{t}-y$ path $P_{t}^{\prime} \subseteq E_{t}^{*}$. These $P_{t}$ and $P_{t}^{\prime}$ are node-disjoint except at $w_{t}$ by the above condition (a) for $w_{t}$. However, such $P_{j}, P_{t}, P_{t}^{\prime}$ form a contradiction to Lemma 3.1, and prove condition (b) for $w_{i}$.

Proof of Theorem 3.1. We prove (3.1) by induction on $i$. Validity for $i=1$ is obvious. Assuming that some $x, y \in V$ and $i$ satisfy $\kappa\left(x, y ; G_{i}\right) \geq \min \{\kappa(x, y ; G), i\}$ and $\kappa\left(x, y ; G_{i+1}\right)<\min \{\kappa(x, y ; G), i+1\}$, we derive a contradiction. The assumption implies $\kappa(x, y ; G) \geq i+1$ (then $i+1 \leq|V|-1)$ and $\kappa\left(x, y ; G_{i}\right)=$ $\kappa\left(x, y ; G_{i+1}\right)=i$. Note that $x$ and $y$ are not adjacent in $G_{i+1}$ because $\kappa\left(x, y ; G_{i+1}\right)=i<|V|-1 . \kappa\left(x, y ; G_{i+1}\right)=i$ implies that $x$ and $y$ are disconnected in $G_{i+1}-W$ for some node cut set $W \subseteq V-\{x, y\}$ satisfying $|W|=i$. Let $X$ be the component containing $x$ in $G_{i+1}-W$, and let $Y$ denote the rest of components. This is illustrated in Figure 6. By $\kappa(x, y ; G) \geq i+1$,

$$
E^{\prime \prime}=E_{i+2} \cup E_{i+3} \cup \cdots \cup E_{|E|}
$$

contains an edge $e=(u, v) \in E_{h}$ for some $u \in X, v \in Y$, and $h \geq i+2$. Thus, by Lemma 2.4, there is a path $P_{i+1} \subseteq \mathrm{E}_{i+1}$ connecting $u$ and $v$. This $P_{i+1}$ must pass


Fig. 6. Connected components in $G-E^{\prime \prime}-W$. o $-\ldots . . . . . . . . . . . . . . \circ$, edges in $E^{\prime \prime}$.
through a node $w$ in $W$ by definition of $W$. However, by Lemma 3.2(b), for $w_{i}$, we see that there is no such path $P_{i+1} \subseteq E_{i+1}^{*}$ after scanning all nodes in $W$. Hence there is no such $P_{i+1} \subseteq E_{i+1}$ since all edges incident to nodes in $W$ have already been scanned at the time of scanning $w_{i}$. This is a contradiction and proves Theorem 3.1.
4. Concluding Remarks. A linear-time algorithm for finding a sparse $k$-connected spanning subgraph for a given $k$-connected graph is developed in this paper. This is very useful in improving the time complexity of some algorithms for solving other graph problems, by preprocessing the given graph by FOREST. For example, an $O\left(\max \left\{k^{2}|V|^{1 / 2}, k|V|\right\}|E|\right)$-time algorithm [2] for testing whether $\kappa(G) \geq k$ can be improved to $O\left(\max \left\{k^{2}|V|^{1 / 2}, k|V|\right\} k|V|\right)=O\left(\max \left\{k^{3}|V|^{3 / 2}\right.\right.$, $\left.k^{2}|V|^{2}\right\}$ ). This is an improvement since $O(k|V|) \leq O(|E|)$ can be assumed, as $k|V| / 2>|E|$ trivially implies $\kappa(G)<k$. To attain this, the spanning subgraph $G_{k}=\left(V, E_{1} \cup E_{2} \cup \cdots \cup E_{k}\right)$ is first computed by applying FOREST to $G=(V, E)$. This requires $O(|V|+|E|)$ time, and $G_{k}=\left(V, E^{\prime}\right)$ satisfies $\lambda\left(G_{k}\right)=\min \{\lambda(G), k\}$ and $\left|E^{\prime}\right|=O(k|V|)$. Then $\kappa\left(G_{k}\right) \geq k(\kappa(G) \geq k)$ can be checked in $O\left(\max \left\{k^{2}|V|^{1 / 2}\right.\right.$, $\left.k|V|\}\left|E^{\prime}\right|\right)=O\left(\max \left\{k^{3}|V|^{3 / 2}, k^{2}|V|^{2}\right\}\right)$ time by the algorithm in [2]. The total time is $O\left(|V|+|E|+\max \left\{k^{3}|V|^{3 / 2}, k^{2}|V|^{2}\right\}\right)=O\left(\max \left\{k^{3}|V|^{3 / 2}, k^{2}|V|^{2}\right\}\right)$.

Based on this time complexity for testing $\kappa(G) \geq k$ and Matula's careful binary search [4], the current best bound $O\left(\max \left\{\kappa(G)^{2}|V||E|, \kappa(G)|V|^{1 / 2}|E|\right\}\right)$ to compute $\kappa(G)$ can be reduced to $O\left(\max \left\{\kappa(G)^{3}|V|^{3 / 2}, \kappa(G)^{2}|V|^{2}\right\}\right)$. For this, we check $\kappa(G) \geq k$ for each $k=2,2^{2}, 2^{3}, \ldots$ in order to find the integer $i$ satisfying $2^{i} \leq \kappa(G)<2^{i+1}$. Since the algorithm [2] for testing $\kappa(G) \geq k$ provides $\kappa(G)$ if $\kappa(G) \leq k, \kappa(G)$ is obtained when such $i$ is found. The total time is

$$
\begin{aligned}
& O\left(\max \left\{2^{3}|V|^{3 / 2}, 2^{2}|V|^{2}\right\}\right)+O\left(\max \left\{\left(2^{2}\right)^{3}|V|^{3 / 2},\left(2^{2}\right)^{2}|V|^{2}\right\}\right) \\
&+\cdots+O\left(\max \left\{\left(2^{i+1}\right)^{3}|V|^{3 / 2},\left(2^{i+1}\right)^{2}|V|^{2}\right\}\right) \\
&= O\left(\max \left\{|V|^{3 / 2} \cdot 8\left(8^{i+1}-1\right) /(8-1),|V|^{2} \cdot 4\left(4^{i+1}-1\right) /(4-1)\right\}\right) \\
&= O\left(\max \left\{\kappa^{3}(G)|V|^{3 / 2}, \kappa^{2}(G)|V|^{2}\right\}\right) .
\end{aligned}
$$

Based on the fact that the spanning subgraph $G_{i}=\left(V, E_{1} \cup E_{2} \cup \cdots \cup E_{i}\right)$ obtained by FOREST preserves the local edge- and node-connectivities up to $i$, we can improve the complexity for computing the number $\lambda_{s t}\left(\kappa_{s t}\right)$ of edge (node) disjoint paths between specified nodes $s$ and $t$ in G. (Clearly, by Menger's theorem, $\lambda_{s t}=\lambda(s, t ; G)$ and

$$
\kappa_{s t}= \begin{cases}\kappa(s, t ; G) & \text { if } s \text { and } t \text { are not adjacent }, \\ \kappa(s, t ; G-\{(s, t)\})+1 & \text { if } s \text { and } t \text { are adjacent }\end{cases}
$$

where $G$ is assumed to be simple.) For example, the algorithms in [1] determine whether $\lambda_{\text {st }} \geq k$ in $O\left(\min \left\{k,|V|^{2 / 3}\right\}|E|\right)$ time if $G$ is simple, and in $O(\min \{|V|, k$, $\left.\left.|E|^{1 / 2}\right\}|E|\right)$ time if $G$ is multiple, and $\kappa_{s t} \geq k$ in $O\left(\min \left\{k,|V|^{1 / 2}\right\}|E|\right)$. By preprocessing $G$ by FOREST, if $k(|V|-1) \leq|E|$, these can be improved to $O\left(\min \left\{k^{2}|V|\right.\right.$,
$\left.\left.k|V|^{5 / 3}\right\}\right), O\left(\min \left\{k|V|^{2}, k^{2}|V|, k^{3 / 2}|V|^{3 / 2}\right\}\right)$, and $O\left(\min \left\{k^{2}|V|, k|V|^{3 / 2}\right\}\right)$, respectively. Based on these improved bounds and the above binary search, $\lambda_{s t}$ can be computed in $O\left(|E|+\min \left\{\lambda_{\text {st }}^{2}|V|, \lambda_{s t}|V|^{5 / 3}\right\}\right)$ time for a simple graph and in $O\left(|E|+\min \left\{\lambda_{s t}|V|^{2}, \lambda_{s t}^{2}|V|, \lambda_{s t}^{3 / 2}|V|^{3 / 2}\right\}\right)$ time for a multiple graph, and $\kappa_{s t}$ can be found in $O\left(|E|+\min \left\{\kappa_{\text {st }}^{2}|V|, \kappa_{\text {st }}|V|^{3 / 2}\right\}\right)$ time.

Recently, further useful properties of FOREST have been studied [5, Theorem 2.2], [6], [7]. For example, [6] contains $O\left(|E|+\min \left\{\lambda(G)|V|^{2}, p|V|+|V|^{2}\right.\right.$ $\log |V|\})$ and $O\left(|V||E|+|V|^{2} \log |V|\right)$-time algorithms for determining the edgeconnectivity of given multiple and capacitated graphs, respectively, where $p(\leq|E|)$ is the number of pairs of nodes between which the multiple graph has an edge. These algorithms may provide new insight into connectivity problems as they do not rely on max-flow algorithms, different from the algorithms previously known.
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Appendix. Proof of Lemma 3.1. Assume that $P_{i}$ and $P_{i}^{\prime}$ are node-disjoint except at $w$. Denote the nodes in $P_{i}\left(P_{i}^{\prime}\right)$ by $w, v_{1}, v_{2}, \ldots, v_{h}=x\left(w, v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{h^{\prime}}^{\prime}=y\right) . P_{j}$ is given by (3.2). First, the case of $k=1$ is considered (Figure 4(a)). Since $G$ has no multiple edge, $h \geq 2$ and $h^{\prime} \geq 2$. Since indeg $(w) \leq 1$ in $\left(V, \vec{E}_{j}^{*}\right)$, as discussed in Section $2, w \rightarrow y$ is assumed without loss of generality. If $w \rightarrow v_{1}^{\prime}$, then $w \rightarrow v_{1}^{\prime} \rightarrow$ $v_{2}^{\prime} \rightarrow \cdots \rightarrow v_{h^{\prime}}^{\prime}(=y)$ holds, since indeg $\left(v_{a}^{\prime}\right) \leq 1$ in $\vec{E}_{i}^{*}$ for any $v_{a}^{\prime}$. This implies that nodes $v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{h^{\prime}-1}^{\prime}, y$ are all unscanned when $w$ is scanned. Note that $r(y)<i$ holds when $\left(v_{h^{\prime}-1}^{\prime}, y\right)$ is added to $E_{i}^{*}$ by scanning $v_{h^{\prime}-1}^{\prime}$. However, edge ( $w, y$ ) has been scanned at the time of scanning $w$, and $(w, y) \in E_{j}^{*}$ means that $r(y) \geq j>i$ was satisfied after scanning $w$. This is a contradiction. Therefore, we assume $v_{1}^{\prime} \rightarrow w$. By a similar argument, $v_{1}^{\prime} \rightarrow w \rightarrow v_{1} \rightarrow v_{2} \rightarrow \cdots \rightarrow v_{h}(=x)$ follows from $v_{1}^{\prime} \rightarrow w$. Since $w \rightarrow x$ leads to a contradiction in the same manner as above, $x \rightarrow w$ is concluded. However, this creates a directed cycle in $\vec{P}_{j}$ and $\vec{P}_{i}$, again a contradiction to $\vec{G}_{|E|}=\left(V, \vec{E}_{1} \cup E_{2} \cup \cdots \cup \vec{E}_{|E|}\right)$ is acyclic.

Now consider the case of $k \geq 2$ (Figure 4(b)). We have $w \rightarrow y$ by indeg( $w$ ) $\leq 1$ in ( $V, \vec{E}_{j}^{*}$ ). Since $w \rightarrow v_{1}^{\prime}$ is not possible for the same reason as the case of $k=1$, we have $v_{1}^{\prime} \rightarrow w \rightarrow v_{1} \rightarrow v_{2} \rightarrow \cdots \rightarrow v_{h}(=x)$. From this, we see that $w$ is scanned before $v_{h-1}$. To avoid a directed cycle, $u_{1} \rightarrow x$ is concluded. Clearly, $\left(v_{h-1}, x\right) \in E_{i}^{*}$ implies that $r(x)<i$ when $\left(v_{h-1}, x\right)$ is added to $E_{i}^{*}$, i.e., $v_{h-1}$ is scanned before scanning $u_{1}$. This contradicts the fact that $u_{1}$ has been scanned before $w$.
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