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The classical algorithmic problems in pairwise comparative genomics are to compute the
rearrangement distance between two genomes [33], that correspond to the minimum number of
rearrangement events that are required to transform one genome into the other, and to determine
an optimal sequence of events to transform one genome into the other. These problems have
several variations, according to the events that may be considered [63].

Our research is mostly focused on rearrangement problems restricted to reversal events and,
in this chapter, we talk about sorting one unichromosomal genome into another by reversals
when gene duplications and insertions are not allowed. Observe that we also assume that the
order of the genes is known in both genomes, which often is not true in practice [66]. One of the
first studies that proposed algorithms to compute the reversal distance between two genomes was
developed by Kececioglu and Sankoff [38], with an approach that does not take into account the
orientation of the genes. Later this approach, called unsigned sorting by reversals, was proven

to lead to an NP-hard problem [22]. We worked on a different approach, called signed sorting
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Chapter 3. Sorting by reversals

by reversals, or simply sorting by reversals, in which the orientation of the genes is taken into
account. Kececioglu and Sankoff [38] had already observed that some aspects of signed sorting by
reversals were easier to analyze, and, indeed, this approach can be solved in polynomial time [32,
33|, as we will describe in this chapter.

Despite the simplifications (not considering duplications or insertions and assuming that the
order of the genes is known in both genomes) mentioned above, the sorting by reversals problem
is very interesting. From the biological point of view, as we said before, reversals are frequently
observed, specially in prokaryotes. And reversals are also interesting from the algorithmic point
of view. First we note that it is always possible to sort a genome into another by reversals. In
the worst case, we need two reversals to put each marker of the first genome in the position
that it occupies in the second genome (one reversal to put the marker in the proper position
and eventually a second reversal to inverse its orientation). Thus, if the two considered genomes
has n homologous markers, in the worst case we need 2n reversals to sort one genome into the
other. We will see later in this chapter that in general at most n reversals are sufficient to sort

a genome into another and a fictitious example is given in Figure 6.
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Figure 6: Sorting genome A into genome B by reversals only. Homologous markers (usually genes) are
identified by the same numbers and colours. Signs indicate the DNA strand the markers lie on.

Computing the reversal distance, that is, the minimum number of reversals that are required
to transform one genome into the other, and finding an optimal sorting sequence can be solved in

polynomial time [32, 33]. These two problems have been the topic of several works. The fastest
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algorithm to compute the distance takes O(n) time [4] and the fastest way to find an optimal
sorting sequence is subquadratic [11, 31, 63]. It is possible that this mathematical notion of
reversal distance and the method of searching optimal sequences can underestimate the actual
number of steps that occurred biologically. However, the solutions of these two problems are still
valuable tools that help to analyze and to understand evolutionary scenarios. Currently, there
are at least two available softwares to solve these problems. One is the package GRAPPA3, that is
discussed in more detail in [45] and contains the fastest algorithm to compute the reversal distance
(mentioned above). The other is the software GRIMM*, that is described in [64] and contains one
of the most used programs to sort a genome into another by reversals. These programs were
used in particular by Ross et al. [55] in the analysis of the human sexual chromosomes X and Y

and by Blanc et al. [13] in the analysis of the Rickettsia bacteria.

Observe that with reversals we can simulate a transposition, that is another possible re-
arrangement event in unichromosomal genomes. A transposition is said to happen when two
consecutive markers of a genome exchange their positions. It is always possible to produce the
same result as a transposition with a sequence of three reversals (see Figure 7). Thus a sequence
of m transpositions can always be transformed in a sequence of 3m reversals. However, this
does not mean that there is a clear relation between the reversal distance and the transposition
distance. Eventually a sequence of m transpositions can be replaced by a sequence with less than
3m reversals. Moreover, although the reversal distance can be obtained in polynomial time, the
complexity of computing the transposition distance is still an open problem in the algorithmics

of genome rearrangements [5].

In the rest of this chapter we will introduce our notation and explain the classical approach

of Hannenhali and Pevzner [32, 33, 53] for the sorting by reversals problem.

3The package GRAPPA (Genome Rearrangements Analysis under Parsimony and other Phylogenetic Algorithms)
contains several programs to deal with genome rearrangements and can be downloaded at http://www.cs.unm.
edu/~moret/GRAPPA/.

4The software GRIMM contains also algorithms for multichromosomal genome rearrangements and is available
online at http://grimm.ucsd.edu/GRIMM/.
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Chapter 3. Sorting by reversals
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Figure 7: A transposition or a sequence of three reversals may produce the same rearrangement in a
genome. Observe that the three reversals can be applied in different orders.

3.1 PERMUTATIONS, INTERVALS AND REVERSALS

We represent the studied genomes by the list of homologous markers (usually genes or blocks
of contiguous genes) between them. These homologous genomic markers are represented by the
integers 1,2,...,n, with a plus or minus sign to indicate the strand they lie on. The order and
orientation of the markers of one genome in relation to the other is represented by a signed
permutation ™ = (w1, T2, ..., Th-1,Ts) Of size n over {—n,...,—1,1,...,n}, such that, for each
value ¢ from 1 to n, either i or —i is mandatorily represented, but not both. The identity
permutation (1,2,3,...,n) is denoted by Z,,.

A subset of numbers p C {1,2,...,n — 1,n} is said to be an interval of a permutation  if
there exist 4,5 € {1,...,n}, 1 <i < j <n,such that p = {|m|,|m41],...,|mj—1],|7;|}. Given a
permutation 7 and an interval p of w, we can apply a reversal on the interval p of 7, that is, the
operation which reverses the order and flips the signs of the elements of p, denoted by mop. If 7 =

(1,02, oy T 1y iy Wi s« e oy Tjm 1, Ty Tjt s+ -+ Tn—1, ) @A p = {[m|, [migal, - oo i1l 5],

TOp=(T1, M2 een s M1y =Ty =Tj1yens —Titly —Tis Tjhly s Tn1,Tn)-

For example, with the permutation 7 = (—3,2,1, —4) and the interval p = {1,2,4} we have
mop=(—3,4,—1,—2). Due to this, an interval p can also be used to denote a reversal.

We say that a permutation is linear when it represents a linear chromosome, or circular when
it represents a circular chromosome. When a permutation 7 = (my, 7o, ..., 7,1, m,) is circular,
the circular permutation 7@ = (—7,, —Tp—1, ..., —72, —71) (generated by a reversal over all values

of 7) and all circular permutations obtained by a shift in 7 or T are equivalent to w. A shift of 4
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3.1. Permutations, intervals and reversals

elements in a circular permutation © = (w1, 72, ..., Tn—i, Tn—i+1, Tn—i+2; - - - y Tn—1, ) transfers
the last i elements of 7 to the beginning of w. This operation generates the circular permutation
(it 1y Tn—it2y « -« s Tn—1, Ty T1, T2, - - ., Tn—i)- Observe, for example, that the circular permu-
tations m = (—3,2,1,—4) and 7’ = (—1,—2,3,4) are equivalent (we can obtain 7’ by applying a
shift of 3 on 7).

For a given permutation 7 = (my, 7, ..., Th—1, T, ), We say that there is a point between each
pair of consecutive values m; and m;+1 in 7. In addition, if 7 is circular, there is one additional
point between 7, and 7;. If 7 is linear, there are two additional points, one before m; and the
other after m,. We denote by pts(w) the number of points in a permutation w. Thus, if 7 is
circular, then pts(m) = n. Otherwise 7 is linear and pts(m) =n + 1.

When we analyze a permutation © = (71,72, ..., Th—1,T,) With respect to another permuta-
tion 7, each point in 7 can be an adjacency or a breakpoint. We say that a pair of consecutive
values (7;,m4+1) in 7 is an adjacency between m and mp when either the values in the pair
(7, mi41) or the values in the pair (—m;41, —7;) are consecutive in mp. Moreover, if the per-
mutations are circular, we assume that 7, is the last value of 7%, and the pair (7p, 1) is an
adjacency when m is the first value in 7. If the permutations are linear, we have an adjacency
before 7y if 71 is also the first value in 77 and an adjacency after m, if 7, is also the last value of
. All points that are not adjacencies between 7 and 7 are called breakpoints. We denote by
adj(m) the number of adjacencies and by brp(rw) the number of breakpoints in a permutation .
It is easy to see that brp(mw) = pts(n) —adj(w). Observe that, if 7 is sorted, that is, 7 = 7p, then
7 has only adjacencies and no breakpoints, and, if © # 7, then 7 has at least one breakpoint.

A sequence or i—sequence of reversals pips ... p; is valid for a permutation 7 if py is an interval
of 7, py is an interval of 7 o pi1, p3 is an interval of (7 o p1) o po, and so on. If pips...p; is a
valid i—sequence of reversals for a permutation 7, then 7 o p1pa...p; denotes the consecutive
application of the reversals pj, p2, ...p; in the order in which they appear. We say that an
i—sequence of reversals p; ... p; sorts a permutation 7 into a permutation 7w if mopy ... p; = mr.

The length of a shortest sequence of reversals sorting a permutation 7 into 7 is called

the reversal distance of m and mp, and is denoted by d(m, 7). Let s = p1p2...p; be a valid

SIf the permutations are circular, without loss of generality, we can assume that the last value in 7 and 77 are
the same; if it is not the case, we take as 7 an equivalent circular permutation with this characteristic.
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Chapter 3. Sorting by reversals

i—sequence of reversals for a permutation 7. If d(m o s,mp) = d(m,7r) — 4, then s is said to
be an optimal i—sequence. Moreover, if s is an optimal i—sequence and i = d(m, ), then s
is simply called an optimal sorting sequence for m and wp. We also define the k—prefix of an
optimal sorting sequence s as the sequence composed by the first k reversals of s. Observe that
if s is a k—prefix of an optimal sequence s sorting 7 into mr, then d(w o &', wp) = d(w, n7) — k,
that is, s’ is an optimal k—sequence for 7 and 7. For example, if we consider two linear permu-
tations m = (—3,2,1,—4) and 7p = Z4, we have d(m,7mr) = 4 and one optimal sorting sequence
is {1,2,4}{1,3,4}{2,3,4}{3}, whose 1—, 2— and 3—prefixes are {1,2,4}, {1,2,4}{1,3,4} and
{1,2,4}{1,3,4}{2,3,4}.

Henceforth we will generally use simply the term sequence or i—sequence to refer to an
optimal sequence or optimal i—sequence of reversals. Moreover, for the purposes of our work,
the initial and the target permutations 7 and 7 are either both linear, or both circular. Without
loss of generality, we often omit the target permutation 7. In this case, mp corresponds to the
identity permutation Z,, = (1,2,3,...,n), where n is the size of the initial permutation 7, and

the notation d() is equivalent to d(m,Z,,).

3.2 THE BREAKPOINT GRAPH AND THE REVERSAL DISTANCE

As mentioned, given a permutation m, calculating d(m) and finding one optimal sequence of
reversals sorting 7 can be computed in polynomial time. The classical approach for analyzing
these two problems was developed by Hannenhalli and Pevzner [8, 32, 33, 53| and is based on
a special structure called the breakpoint graph, whose edges can be black or gray.

For a given permutation m = (my,m2,...,T,_1, T, ), we construct the breakpoint graph of 7
as follows. If 7 is linear, we may add the values 0 and n + 1, that represent the extremities of
the chromosome, obtaining the permutation 7' = (0,7, 7o, ..., m—1, T, n + 1). If 7 is circular
(without loss of generality we assume 7, = n), we may add only the value 0, obtaining the
permutation 7’ = (0,7, T2,...,Th—1,n). Then we may link each pair of consecutive values by
a horizontal black edge (each black edge represents a point in the permutation). Lastly, we may
link with gray edges the first extremity of the black edge that appears after zero or a positive

value i (analogously the last extremity of the black edge that appears before a negative value —)
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3.2. The breakpoint graph and the reversal distance

with the last extremity of the black edge that appears before a positive value ¢ + 1 (analogously
the first extremity of the black edge that appears after a negative value —(i + 1)). Thus, each
gray edge links extremities of black edges. At the end, we have a graph with a collection of
cycles, and in each cycle black and gray edges alternate. When a cycle contains only one black
and one gray edge, it covers an adjacency and is called trivial cycle. The cycles that contain four
or more edges cover at least two breakpoints and are called long cycles. The construction of the

breakpoint graph of a linear permutation is illustrated in Figure 8 (A).

(A)

3 42  +1 -4 0 < 36740 %> 41— -4 — 45
0—-3—+42 —+1 — -4 — +5 omw
06 -3 — 42 = 41 — -4 — +5 o@w
0 -3 —42 = 41— -4 — 45 om&w

(B) (C)
0 £ o 43 4y 052 415 42 2 435 44 & 45

Figure 8: (A) The construction of the breakpoint graph for the linear permutation 7 = (—3,2,1, —4) is
done by the following steps: 1- add the values 0 and +5, that represent the extremities of the chromosome;
2- link each pair of consecutive values by a black edge. 3- link with gray edges the first extremity of the
black edge that appears after zero or a positive value i (analogously the last extremity of the black edge
that appears before a negative value —i) with the last extremity of the black edge that appears before a
positive value i + 1 (analogously the first extremity of the black edge that appears after a negative value
—(i+1)). The obtained breakpoint graph has one long cycle with five breakpoints and no adjacencies.
(B) The breakpoint graph for the circular permutation (—3,2,1, —4), which is equivalent to the circular
permutation (—1,—2,3,4). In this case, in the first step we may add only the value 0 in the beginning of
(—1,-2,3,4), henceforth the procedure is identical. This graph has two cycles: one trivial cycle (which
correspond to the adjacency between 3 and 4) and one long cycle with three breakpoints. (C) The breakpoint
graph for the linear permutation T, = (1,2,3,4). This graph has five trivial cycles (each trivial cycle is
an adjacency) and no breakpoints.

Observe that, for a given permutation 7, the breakpoint graph is different depending on
whether 7 is linear or circular, as we can see comparing the graph for the linear permutation
(—3,2,1,—4) and the circular permutation (—3,2,1,—4) (Figure 8 (A) and (B)). However, they

can be analyzed exactly in the same way, that is, the only difference between circular and linear
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Chapter 3. Sorting by reversals

permutation analyses is the breakpoint graph construction. Thus, without loss of generality,
henceforth we will often talk about breakpoint graphs, without specifying whether the corre-
sponding permutations are linear or circular. To denote the breakpoint graph of a permutation
7, we will use the same symbol 7.

If a permutation 7 is sorted, it has only adjacencies, and the resulting breakpoint graph is
a collection of pts(m) trivial cycles (see Figure 8 (C)). A breakpoint graph that has only trivial
cycles is said to be sorted. Since a long cycle contains at least two breakpoints, if 7 is unsorted,
then 7 has at most pts(m) —1 cycles. This indicates that, in order to sort a permutation, we may
induce an increase of the number of cycles in its corresponding breakpoint graph. The number
of cycles in the breakpoint graph of a permutation 7 is denoted by cyec(r).

Hannenhalli and Pevzner [32, 33, 53| described the effects of a reversal p over a breakpoint
graph 7. The authors demonstrated that a reversal p is either a split reversal, that increases the
number of cycles by one, (in this case we have cyc(m o p) = cyc(m) + 1), or a joint reversal, that
decreases the number of cycles by one (in this case we have cyc(m o p) = cyc(n) — 1), or a neutral
reversal, that maintains the number of cycles unchanged (in this case we have cyc(mop) = cyc(n)).
In order to characterize these three types of reversals, we assign a direction to each black edge,
according to an arbitrary tour in each cycle of the graph. Then, if the extremities of the reversal
are in black edges in the same cycle and have opposite directions, we have a split reversal. If
the extremities of the reversal are in black edges in different cycles, we have a joint reversal
(independently of the directions of the black edges). Finally, if the extremities of the reversal
are in black edges in the same cycle and have the same direction, we have a neutral reversal
that does not change the number of cycles in the graph. To understand the reasons of these
effects, we should investigate how the reversals affect the topology of the graph. In fact, only
the two black edges that correspond to the extremities of the reversal are modified. Although
some vertices may also have their corresponding values inversed, all the other edges in paths that
alternate gray and black edges remain unchanged (consequently, their relative directions remain
also unchanged). Figure 9 illustrates the three types of reversals.

In order to sort a permutation, we must maximize the number of split reversals in the sorting
sequence. With this information, we can start to conceive the formula for the reversal distance.

If we can find a sequence s that has only split reversals for sorting a breakpoint graph m, the
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3.2. The breakpoint graph and the reversal distance
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Figure 9: The effects of a reversal over the breakpoint graph. We may assign a direction to each black edge,
by an arbitrary tour in each cycle of the graph. The images A1 and A2 illustrate how a reversal affects the
topology of the graph. The point A,B (respectively A,-C) appears before the point C,D (respectively -B,D)
in the considered permutations. Observe that, with respect to the topology, only the two black edges that
correspond to the extremities of the reversal are modified. All the other edges in paths that alternate gray
and black edges remain unchanged, although the vertices that are between B and C in the permutation
must have their corresponding values inversed. (A1) The two cycles on the top are joined by a reversal
whose extremities are in the represented black edges. Inversely, the unigque cycle on the botton is split by
a reversal whose extremities are in the represented black edges, that have opposite directions. (A2) The
number of cycles in the graph is not changed by a reversal whose extremities are in black edges in the same
cycle, with the same direction. The images B1, B2 and B3 show the effects over the breakpoint graphs
represented in the standard form. (B1) Split reversal: a reversal whose extremities are in black edges in
the same cycle and opposite directions may break the cycle in two. (B2) Joint reversal: A reversal whose
extremities are in black edges in different cycles may join the two cycles in one (independently of the
directions of the black edges). (B3) Neutral reversal: a reversal whose extremities are in black edges in
the same cycle and same directions does not change the number of cycles in the graph.

length of s is pts(m) — cyc(m). However, a split reversal does not always exist. For example, if all
black edges of all cycles in the graph have the same direction, we cannot perform a split reversal
(Figure 10 (A)). Thus, in some cases, we may need to add some joint and/or neutral reversals

in a sorting sequence, and the reversal distance is d(7) > pts(7) — cyc(r).
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Chapter 3. Sorting by reversals

Fortunately, it is always possible to calculate the number of non-split reversals in a sorting
sequence. We can define an exact formula to the reversal distance, but first we need to define
other properties of the breakpoint graph. When a cycle in the graph has black edges with opposite
directions, it is called an oriented cycle. Otherwise all black edges in the cycle have the same
direction and we have an unoriented cycle. A component of the graph is a collection of cycles,
such that each cycle of the component has at least one gray edge that overlaps with a gray edge of
another cycle in the component. Adjacencies are trivial components, and a non-trivial component
contains at least two breakpoints. When a non-trivial component has at least one oriented cycle,
it is an oriented component. Otherwise it is an unoriented component. Figure 10 (B) shows a
breakpoint graph with an oriented and an unoriented component.

(A) (B)

Unoriented component Oriented component

4

0++34+2++13+4 O++34+2++13+4+-6—:~+5++7

Figure 10: (A) A breakpoint graph in which we cannot perform a split reversal. (B) A breakpoint graph
with an oriented and an unoriented component.

A reversal p is called cut reversal when its extremities are in the same cycle of an unoriented
component. A cut reversal is always neutral and transforms an unoriented component into an
oriented component (Figure 11 (A)), thus we say that a cut reversal eliminates an unoriented
component (observe that a cut reversal does not change the number of cycles in the breakpoint
graph). When the breakpoint graph has more than one unoriented component, it is not always
necessary to use one cut reversal for each unoriented component. An unoriented component Y
separates two other unoriented components X and Z when there is a black edge of Y between
any black edge of X and any black edge of Z. In this case, a reversal that has one extremity in
X and one extremity in Z will regroup the components X, Y and Z into one oriented component
(Figure 11 (B)); this kind of reversal is called merge reversal. A merge reversal is always a joint
reversal that regroups ¢ unoriented components into one oriented component, for ¢ > 2, thus we
say that a merge reversal eliminates ¢ > 2 unoriented components (observe that a merge reversal

decreases the number of cycles in the breakpoint graph by one).
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3.2. The breakpoint graph and the reversal distance

(A) cut reversal (B) merge reversal
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Figure 11: (A) A cut reversal transforms an unoriented into an oriented component and does not change
the number of cycles in the breakpoint graph (it is a neutral reversal). (B) The unoriented component Y
separates the unoriented components X and Z. A merge reversal regroups the unoriented components X,
Y and Z into one oriented component and decreases the number of cycles in the breakpoint graph of one
(it is a joint reversal).

An unoriented component that does not separate two other unoriented components is called
a hurdle. 'We represent by hrd(w) the number of hurdles in a breakpoint graph m. Since a
hurdle does not separate unoriented components, each hurdle X can be eliminated either by a
cut reversal whose extremities are in points of the same cycle of X (Figure 11 (A)), or together
with another hurdle Z by a merge reversal whose extremities are in a point of X and a point
of Z (Figure 11 (B)). A cut reversal eliminates one hurdle and does not change the number of
cycles in the graph, while a merge reversal eliminates two hurdles at once, and decreases the
number of cycles in the graph by one. Thus, each hurdle requires one additional reversal and
we can improve the distance formula to d(m) > pts(m) — cyc(m) + hrd(mw). We say that a hurdle
Z protects an unoriented component Y that is not a hurdle, if Y becomes a hurdle after the
elimination of Z by a cut reversal. In this case, the hurdle Z is called super-hurdle. Eliminating a
super-hurdle by a cut-reversal does not decrease the number of hurdles in the graph (Figure 12),
consequently a super-hurdle may always be eliminated together with another super-hurdle by
a merge reversal, that will regroup the two super-hurdles and their corresponding protected
unoriented components into one oriented component (Figure 11 (B)).

It remains only one particular case to complete the reversal distance formula. When all
the ¢ hurdles of a breakpoint graph are super-hurdles and i is an odd number, the permutation

requires an additional effort to be sorted. A breakpoint graph with this characteristic is called a
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N2

0 +2¥‘+4m+7;—+3¥+8m+9
4
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Figure 12: The unoriented component Y separates the super-hurdles X and Z. After eliminating the super-
hurdle Z by a cut reversal, the component Y becomes a hurdle, thus the number of hurdles in this graph
is not reduced after applying this cut reversal.

fortress. One additional reversal is sufficient to eliminate the fortress (this reversal may be chosen
among several possibilities, for example a cut reversal to eliminate a hurdle, or a merge reversal
regrouping two hurdles). We denote by frt(m) a value that indicates whether the breakpoint

graph 7 is a fortress or not. Thus, if 7 is a fortress, then frt(w) = 1, otherwise frt(m) = 0.

I,
550 +7

Figure 13: A fortress with 8 super-hurdles (X, Y and Z).

Table 1 summarizes the effects of a reversal that is part of an optimal sorting sequence in a

breakpoint graph. The final formula for the reversal distance is:

d(m) = pts(m) — cyc(mw) + hrd(mw) + frt(m)

Remember that if 7 = (my,72,...,Tp—1,7T,) is a linear permutation, then pts(mw) = n + 1.

Otherwise 7 is a circular permutation and pts(m) = n.
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3.3. Safe and unsafe reversals

Reversal Type Acyc(w) A;wd(ﬂ) Ath(‘lr)
split split +1 0 n/A
hurdle cut neutral 0 -1 n/A
hurdle merge joint -1 -2 n/A
fortress elim by neutral 0 0 -1

unor. comp. cut

fortress elim by joint -1 -1 -1
unor. comp. &
hurdle merge

Table 1: The effects of a reversal that is part of an optimal sorting sequence in a breakpoint graph. The
columns Acye(ry, Dprax) and Djryr) give, respectively, the variation in the number of cycles, hurdles
and fortress of a permutation after applying each reversal.

3.3 SAFE AND UNSAFE REVERSALS

If a breakpoint graph does not have unoriented components, it can be sorted with split reversals
only. However, if we take no caution to select a split reversal, it may cause the production of
new hurdles, which is an undesirable side effect (Figure 14 (A)). A split reversal that produces
hurdles is called unsafe reversal, while a split reversal that does not produce hurdles is called
safe reversal (Figure 14 (B)). Fortunately, it has been proven that, for any oriented component,

there is always one safe reversal [53].

(A) unsafe reversal (B) safe reversal

+5 4752 +351 +8 o +5RE +75-+35- 48

/7 @ )

/
0¥'+2++4m+7++3++8¥+1"—ﬂ+9 42 B 3 T -5

Figure 14: (A) An unsafe reversal breaks a cycle in two, but creates three unoriented component (X, Y
and Z). (B) Alternatively, a safe reversal breaks a cycle in two without creating unoriented components.

Hurdles are very rare, and fortresses are even more rare in permutations that represent real

genomes [9]. In practice, split reversals are sufficient to sort the majority of the permutations,
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Chapter 3. Sorting by reversals

and the main challenge is to find safe reversals. A simple way to do that is testing each split
reversal to verify whether it is safe or not, until finding a safe reversal. However, there are faster
ways to select a safe reversal, and one approach is based on another structure related to the

breakpoint graph, that is called overlap graph (see more details in [37]).

3.4 SORTING A SIGNED PERMUTATION

With the approach described in this chapter, we can obtain a procedure to sort a permutation

7 by reversals (Algorithm 1).

Algorithm 1 Sorting a signed permutation

Input: A signed permutation =
Output: An optimal sequence of reversals sorting 7

construct the breakpoint graph of 7
s+ € [sis an empty sequence in the beginning)]
if frt(r) =1 then
choose a reversal p to eliminate the fortress
T TOp
s« s+ p [concatenates the reversal p to s]
end if
while there is a pair of super-hurdles X and Y in 7 do
choose a merge reversal p to eliminate X and Y
T TOop
s« s-p [concatenates the reversal p to s]|
end while
while there is a hurdle Z in 7 do
choose a cut reversal p to eliminate 7
T TOop
s+ s-p [concatenates the reversal p to s]
end while
while 7 is not sorted do
choose a safe split reversal p to =
T TOop
s« s-p [concatenates the reversal p to s]
end while
return s [s is an optimal sorting sequence for 7|

The theoretical complexity of Algorithm 1 is O(n®), where n is the size of the input per-
mutation [53]. Further studies improved this theoretical complexity and currently the fastest
algorithm to find an optimal sorting sequence is subquadratic [11, 31, 63], while the reversal

distance can be computed in O(n) time [4].
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